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 We introduce an innovaƟve methodology for the automated extracƟon of infant vocalizaƟons 
from extended home audio recordings. Our approach relies on a neural network trained with 72 
minutes of meƟculously curated infant vocalizaƟon examples (babblecor corpus) and 
soundscape segments derived from the original audio recordings. The trained model is then 
employed to construct a novel database exclusively dedicated to detect infant vocalizaƟons. 
Over the course of one year, from birth to first birthday, we conducted extensive audio 
recordings capturing the vocalizaƟons of 15 children within the confines of their homes, 
amassing a data set of 3,214 hours, or 2,1 To of data, recorded with a stereophonic microphone, 
with a 44,100 Hz sampling rate. Employing our neural network, we systemaƟcally extract 
vocalizaƟon segments from these extensive recordings, providing a detailed corpus of each 
child's vocal producƟons throughout the year. This methodology not only showcases the 
efficacy of our approach but also highlights the potenƟal of the resulƟng database for advancing 
research in the field of infant vocal producƟons. 

  


